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BIG DATA ANALYTICS: A SURVEY
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Abstract-It is very difficult tostoring, managing and processing huge amount of data. The term ‘Big Data’ describes various
techniques and technologies to store, distribute, manage and analyze huge amount of data with different structures. Big data
consists of structured, unstructured or semi-structured data so there is problems occur regarding incapability of conventional
data management methods. To process these huge amounts of data in an inexpensive and efficient way, parallelism is used. Big
Data is a data which is in large amount and having complexity in it and this complexity require new architecture, techniques,
algorithms, and analytics to manage it and extract knowledge from it.Hadoop is a framework for processing large amount of
data and provides better storage capacity for large datasets and performs parallel processing of big data that gives better
computational power to all the tasks. It works in batch processing mode and Hadoop is the core platform for structuring Big
Data, it also solves the problem of making it useful for analytics purposes. In this paper, we provide a brief overview of Big
data management involving hadoopand highlight research efforts and the challenges to big data.

Index Terms: Big Data,Hadoop, Map Reduce, HDFS, Hadoop Component.

1. INTRODUCTION:

1.1. Big Data: Definition

Big data is a term used to describe the exponential growth and availability of data, having structured, unstructured and semi-
structured data, whose size (volume), complexity (variability), and rate of growth (velocity) make them difficult or even
impossible to be managed and analyzed using conventional software tools and technologies. When the amount of data to be
increases than the time to produce results is also increased. Retrieved data from big data is still a complex and time consuming
approach. Big dataprovides tremendous opportunities for enterprise information management and decision making. In the
recent study big data is not only limited to business needs but also helps in research and scientific issues.

The Big Data problem is characterized by the 3V features:

Volume- a huge amount of data, Volume of big data can be measured in terms or several megabytes, gigabytes, terabytes or
petabytes.

Velocity- a high data ingestion rate or the speed with which the data can be analyzed.

Variety- a mix of structured data, semi-structured data, and unstructured data.

These 3V features gives a challenge to data processing systems since these systems cannot either scale to the huge data
volume in a cost-effective way or fail to handle data with variety of types. The solutions to the Big Data problem are largely
based on the MapReduceframework[9]

andits open source implementation Hadoop. Although Hadoop handles the data volume challenge successfully.Hadoop is the
open source software founded by Apache and it is Linux based software. It is used by famous websites like Google, Yahoo,
Facebook, Amazon and many more. Hadoop is a framework for processing large amount of data and provides better storage
capacity for large datasets and performs parallel processing of big data that gives better computational power to all the tasks. It
works in batch processing mode and having two major components HDFS (Hadoop Distributed File System)[12] for huge data
storage and MapReduce for processing huge amount of datasets. When the data size is increased it create problems to existing
algorithms to manage that so here main problem is to store and process that huge amount of data and this problem is solve by
hadoop because it store and process huge amount of data in less time.

1.2. Hadoop:

Hadoop is an open-source software framework used for distributed storage and processing of big data using the MapReduce
programming model. Modules present in Hadoop are designed with a fundamental assumption that hardware failures are
common occurrences and should be automatically handled by the framework. The core of hadoop consists of two parts the
storage part and processing part.
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a) Storage part: Storage part of hadoop is HDFS(Hadoop distributed file system) which stores huge amount of data with high
degree of throughput and this huge data is stored in form of clusters.

b) Processing part: Processing part of hadoop is Mapreduce which is a software framework which process large amount of
data in the form of clusters.

Hadoop distribute clusters to the node so that they process parallely and this approach also takes advantage of data locality
This allows the dataset to be processed faster and more efficiently which make it a more conventional supercomputer
architecture which work on a parallel file system where computation and data are distributed via high-speed networking
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Fig.1.1.Hadoop architecture

A small Hadoop cluster having single master and multiple worker nodes called as slave node as shown in Fig. 1.1.The master
node consists of a Task Tracker, Job Tracker, NameNode, and DataNode [14] where as slave or worker node acts as both a
DataNode and TaskTracker.

1.3. HDFS:

Hadoop Distributed File System (HDFS) is the storing component in hadoop which store huge amount of structured,
unstructured and seminars-structured data.HDFS is java based file system.HDFS is reliable and manageable file system.lt has
great features such as high availability, load balancing, security, flexible access, fault tolerance,easy management and high
data throughputs. It provides parallel processing of data.HDFS has master/ slave architecture.[23]
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Fig. 1.2. HDFS Architecture 1.4. HadoopMapReduce:

MapReduce is a java based programming paradigm for processing huge amount of data stored in HDFS. MapReduce is the
heart of the Hadoop framework that provides scalability across thousands of hadoop cluster. Every MapReduce job performs
two tasks - one Map task and theis Reduce task. Map task takes a set of data, processes it at node level and generates the
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output. The reduce job takes the output of the map task as the input and combines them to smaller set of tuples (reduces the
large dataset into a smaller one) based on the transformations and various logic.The advantage of MapReduce is that it is easy
to scale data processing over multiple computing nodes.

Fig. 1.3.MapReduce Architecture

Map stage: The map stage job is to process the input data as shown in Fig. 1.3. Generally the input data is in the form of file or
directory and it is stored in the Hadoop file system (HDFS). The input file is passed to the map function that processes the data
and creates several small chunks of data.

Reduce stage: The Reducer’s job is to process the data that comes from the map stage. After processing, it produces a new set
of output, which will be stored in the Hadoop Distributed File System (HDFS).

2. LITERATURE SURVEY:

This paper provides a detailed review of different approaches used in Big Data in recent years. Table provides the extensive
survey of researches; with the name of author, year of publication in descending order of research along with purposed work
and approaches used by them as shown below:
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3. CHALLENGES:

Big data is very huge amount of data so set of challenges occur because difficulties regarding management, storing, scheduling
security and processing occur. First, Data preparation, efficiently distributed storage and search is required for effective online
analysis which requires effective techniques for data mining.Efficient handling of big data stream is big challenge which uses
various programming models. Second, Scheduling, scheduling approach should be smart enough to make real-time responses t
0 a changing environment. Third, Data Integration, new protocols and interfaces are require which are able to manage structur
ed, semi- structured and unstructured data. Fourth, Visualisation and userinteraction. There are many research challenges prese
nt in big data visualisation so more efficient techniques are required in real time visualization.

In addition, Security and Privacy is also a big issue in big data. Security is crucial phase in any organization so strong mechani
sms for the privacy of data should be needed.
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4. CONCLUSION:

A survey of different big data approaches is presented of recent years. It is found that solutions to Big Data problem are
largely based on the MapReduce framework and its open source implementation Hadoop,Hadoop handles the data volume
challenge successfully. Big data management includes different tools, techniques and various algorithms for job scheduling in
hadoop. This paper helps to a novice who wants to pursue his/her career in the field of big data.

5. FUTURE DIRECTION:

This work can be extended by developing a new job scheduling algorithm which consider all the parameters which can produc
e better performance. Second, the user profile (similar users) and usage profile (invoked services) should taken and some relat
ed collaborative filtering techniques can be considered to integrate with ourservice selection approach.
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