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1. INTRODUCTION: 

 

1.1. Big Data: Definition 

Big data is a term used to describe the exponential growth and availability of data, having structured, unstructured and semi-

structured data, whose size (volume), complexity (variability), and rate of growth (velocity) make them difficult or even 

impossible to be managed and analyzed using conventional software tools and technologies. When the amount of data to be 

increases than the time to produce results is also increased. Retrieved data from big data is still a complex and time consuming 

approach. Big dataprovides tremendous opportunities for enterprise information management and decision making. In the 

recent study big data is not only limited to business needs but also helps in research and scientific issues. 

The Big Data problem is characterized by the 3V features:  

 

Volume- a huge amount of data, Volume of big data can be measured in terms or several megabytes, gigabytes, terabytes or 

petabytes. 

Velocity- a high data ingestion rate or the speed with which the data can be analyzed. 

Variety- a mix of structured data, semi-structured data, and unstructured data. 

 

These 3V features gives a challenge to data processing systems since these systems cannot either scale to the huge data 

volume in a cost-effective way or fail to handle data with variety of types. The solutions to the Big Data problem are largely 

based on the MapReduceframework[9] 

andits open source implementation Hadoop. Although Hadoop handles the data volume challenge successfully.Hadoop is the 

open source software founded by Apache and it is Linux based software. It is used by famous websites like Google, Yahoo, 

Facebook, Amazon and many more. Hadoop is a framework for processing large amount of data and provides better storage 

capacity for large datasets and performs parallel processing of big data that gives better computational power to all the tasks. It 

works in batch processing mode and having two major components HDFS (Hadoop Distributed File System)[12] for huge data 

storage and MapReduce for processing huge amount of datasets. When the data size is increased it create problems to existing 

algorithms to manage that so here main problem is to store and process that huge amount of data and this problem is solve by 

hadoop because it store and process huge amount of data in less time. 

 

1.2. Hadoop: 

Hadoop is an open-source software framework used for distributed storage and processing of big data using the MapReduce 

programming model. Modules present in Hadoop are designed with a fundamental assumption that hardware failures are 

common occurrences and should be automatically handled by the framework. The core of hadoop consists of two parts the 

storage part and processing part. 
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a) Storage part: Storage part of hadoop is HDFS(Hadoop distributed file system) which stores huge amount of data with high 

degree of throughput and this huge data is stored in form of clusters. 

b) Processing part: Processing part of hadoop is Mapreduce which is a software framework which process large amount of 

data in the form of clusters. 

Hadoop distribute clusters to the node so that they process parallely and this approach also takes advantage of data locality 

This allows the dataset to be processed faster and more efficiently which make it a more conventional supercomputer 

architecture which work on a parallel file system where computation and data are distributed via high-speed networking 

 

 

 
Fig.1.1.Hadoop architecture 

 

A small Hadoop cluster having single master and multiple worker nodes called as slave node as shown in Fig. 1.1.The master 

node consists of a Task Tracker, Job Tracker, NameNode, and DataNode [14] where as slave or worker node acts as both a 

DataNode and TaskTracker. 

 

1.3. HDFS: 

Hadoop Distributed File System (HDFS) is the storing component in hadoop which store huge amount of structured, 

unstructured and seminars-structured data.HDFS is java based file system.HDFS is reliable and manageable file system.It has 

great features such as high availability, load balancing, security, flexible access, fault tolerance,easy management and high 

data throughputs. It provides parallel processing of data.HDFS has master/ slave architecture.[23] 

 

 

 
    Fig. 1.2. HDFS Architecture                         1.4. HadoopMapReduce: 

 

MapReduce is a java based programming paradigm for processing huge amount of data stored in HDFS. MapReduce is the 

heart of the Hadoop framework that provides scalability across thousands of hadoop cluster. Every MapReduce job performs 

two tasks - one Map task and theis Reduce task. Map task takes a set of data, processes it at node level and generates the 
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output. The reduce job takes the output of the map task as the input and combines them to smaller set of tuples (reduces the 

large dataset into a smaller one) based on the transformations and various logic.The advantage of MapReduce is that it is easy 

to scale data processing over multiple computing nodes.  

 

 
Fig. 1.3.MapReduce Architecture 

 

Map stage: The map stage job is to process the input data as shown in Fig. 1.3. Generally the input data is in the form of file or 

directory and it is stored in the Hadoop file system (HDFS). The input file is passed to the map function that processes the data 

and creates several small chunks of data. 

Reduce stage: The Reducer’s job is to process the data that comes from the map stage. After processing, it produces a new set 

of output, which will be stored in the Hadoop Distributed File System (HDFS). 

 

2. LITERATURE SURVEY: 

This paper provides a detailed review of different approaches used in Big Data in recent years. Table provides the extensive 

survey of researches; with the name of author, year of publication in descending order of research along with purposed work 

and approaches used by them as shown below: 

 

A u t h o r s P u b l i c a t i o n  Y ea r P r o p o s e d  W o r k T e c h n i q u e  u s e d 

D a n ie le  A p i l e t t i ,  E le n a  B a r a l i s ,  T a n ia  C e r q u i t e l l i ,  P a o l o  G a r z a ,  F a b i o  P u l v i r e n t i ,  L u c a  V e n t u r i n i .  [ 3 3 ] 2 0 1 7 Re vie ws Had oo p an d S park b ased sc alable  a lgor i thms for  minin g pro blem in the  Big Data  do main h aving b oth theoret i cal  and e xp er imental  co mparat ive  a nalyses . 

 

Spark a lgor i thms  for  miningin the  B ig Data  i s  us ed . 

D i n es h J .  P r a j a p at i , S a n j a y  G a r g ,  N. C .  C h a u h a n .  [ 3 4 ]  2 0 1 7 T h e  p r o p o s e d  m e t h o d  i ni t i al l y  e xt r a c t s  m u l t i l e v e l  a s s o ci a t i o n  r u l e s  i n c l u di n g  l e v e l - c r o ss i n g  f o r  e a c h  z o n e  u s i n g  D M F P M .  F r o m  b o t h  m u l t i l e v e l  c o n s i s t e n t  a n d  i n c o n si s t e n t  r ul e s  a r e  e v a l u a t e d  a n d  c o m p a r e d  b a s e d  o n  d i f f e r e n t  e x p e r i m e n t a l  r e s ul t s  t h a t  l e a d  t o  t h e  fi n a l  c o n c l u s i o n s .  

 

Use DMFPM for extracts multilevel association rules including level-crossing for each zone.  

Robin Genuer ,  Jean-Michel  Poggi ,  Ch ristine  Tuleau -M alot ,  Na thali e Vill a-V ialaneix .  [35]  2 0 1 7 Proposed a selective review that deal with scaling random forests to Big Data problems and also describe how out of bag e r ror addressed.  

 

Address ing a  ba g e r ro r p roble m .  

M. Bakratsas , P. Basaras, D. Katsaros, L . Tassiul as. [36 ]  

 

2 0 1 7 Invest igate the rel ative per forma nce a nd be ne fits  o f SSDs ve rs us ha rd dis k dr ives (HDDs ) whe n the y are us ed as s tora ge fo r Ha doop's Ma pRe duce.   

 

E v a l ua te  S S D s  a n d  H D D s  b y e x e c u t i n g  a l g o r i t h m  o n  r e a l  s o c ia l  ne t w o r k  da ta . 

Zi l i a ngZong ,  R ongGe,  Q ijunGu . [37 ]  2 0 1 7 Pre s e n te d the des ign o f  ma rc he d  s ys t e m a nd  de mons t ra t e i t me a s ure me nt  too ls  fo r  ob ta in ing powe r  c ons umpt ion  da ta in d i f fe re n t  res e a rc h.  

 

D es ig n ed  a  m ar ch e d  s y s t em  an d  i t s  t o o l s .  

Gua ngc he nR ua n  a nd  Hu i Zha ng.  [38 ]  2 0 1 7 Proposed framework that integra tes information visua liza tion, sca lable computing, and user interfaces to explore la rge -sca le  multi-modal da ta  streams which combine  to revea l a n e ffec tive  and e fficient way to perform c losed-loop big da ta ana lysis with visua liza tion and sca lable computing.  

 

Paral le l  mining a lgor ith m runnin g on HPC  is  us ed .  

Na vroopKa ur ,  Sa ndee p  K.  Sood.  [39 ]  2 0 1 7 Presented resource management system which solves the problems regarding selecting and allocating appropriate resource to big data and used 4 V's property of big data.   

 

Us in g  C od  a n d  S O M  e s t i ma t e  b ig  da ta  c ha ra c te r i s t i c s .  

Feras A. Bata rseh,  Eyad Abdel La tif.  [40 ]  2 0 1 6 Study on hea lthc are data that is  c ol lec te d f rom va rious d if feren t sourc es so tha t qua li ty a nd best p ract ic es o f f ield is  done us ing big da ta tools .   

 

A s s e s s e s  Q o S  f o r  e x a m i n e s  h i s t o r i c a l  h e a l t h d a ta  b y  a n a l y t i c a l  i n f r a s t r u c t u r e . 

Da wei Ji ang,  Sai  Wu, Gang Chen,  Beng Chin Ooi1,  Kian -Lee Tan,  Jun Xu.  [2] 2 0 1 6 Pr ese nts e piC, a n e xte nsible s ys te m to def ine the Big Da ta ’s da ta va rie ty c hal le nge. The y a ls o pres e nt the design a nd im ple me nta tion of epiC’ s c onc urre nt pr ogr am m ing m ode l a nd tw o c ustomize d data pr oce ss ing m ode ls.   

 

Int roduc e  a  ne w progra mming  mode l  s ys t e m c a l le d  e p iC . 

M a r c o s  D .  A s s u n ç ã o a ,  R o d r i g o  N .  C a l h e i r o s ,  S i l v i a  B i a n c h i ,  M a r c o  A . S .  N e t t o c ,  R a j k u m a r B u y y a .  [ 3 ]  2 0 1 5 D i s c u s s e s  e n v i r o n m e n t s  f o r  c a r r y i n g  o u t  a n a l y t i c s  o n  C l o u d s  f o r  B i g  D a ta  a p p l i c a t i o n s .  T h r o u g h  s u r v e y  t h e y  f i n d  o u t  p o s s i b le  g a p s  i n  t e c h n o l o g y  a n d  p r o v i d e  f u t u r e  d i r e c t i o n s  o n  C l o u d - s u p p o r t e d  B i g  D a ta  c o m p u t i n g .  

 

Define  various meth od used in  da ta  ma nagement , mo del deve lopme nt, vis ua l iza tion a nd bus iness m odels .  

S r e e d h a r  C . N ,  K a s i v i s w a n a t h ,  P .  C h e n n a  R e d d y .  [ 1 ] 

 

2 0 1 5 T he p rim ary  pu rpose  o f  the ir  w ork  i s  t o  provide  a  com prehens ive  survey  on  B ig  data  m anagem ent  and  to  p rovide  an  ove rv iew  on  v ar ious  algo ri thm s  r el at ed  to  job  schedul ing  in  Hadoop .   

 

Algori thm of  Delay a nd Genet i c  s chedul ing i s  us ed . 

Chao Wang,  Xi  Li ,  Peng Chen,  Ai l i  Wang,  Xuehai  Zhou,  and Hong Yu.  [19 ]  2 0 1 5 Pr o p os ed  a  F P G A- ba se d  acce le ra t io n s o lu t io n  w ith  Ma p Re d uce  fra me w o r k.  T he  c om b ina t io n o f  th ese  two  na me ly ha r d war e  a cce le ra t ion  a n d  Ma p Re d uce  e xe cu t io n f lo w c an  e n ha nce  the  t as k o f  a l ig n in g  s h o rt  le n g th rea d s to  a  k n o w n re fe re nce  ge no me .   

 

U s e d  F P G A - ba se d  a cc e l e r a t io n  s o l u t i o n  w i t h  M a p R e du ce  f r a m e w or k . 

Tao  X u ,  D o n gsh en g  Wan g an d  G u od o ng  L iu .  [ 20 ]  2 0 1 5 Pr es e nt e d a n  e f f i c i e nt  s ys t e m  f o r  m a n a g i n g P B  l e v e l  s t r u c t u r e d d a t a  c a l l e d B a n ia n ,  b a n ia n  o v er c o m e s  t h e  s t o ra g e  pr o b l e m .  

 

Us e d  P B l ev el  s t r u ctur e d  d ata c al l e d  B a nia n .  

Qi n g hu a  L u,  Z h e n g Li ,  M a r i a  K i hl ,  Li mi n g  Z h ua n d  W eis h a n Z h a n g .  [ 2 6 ] 

 

2 0 1 5 Presented conceptual framework CF4BD A to analyze the existing work done on BD A applications involving the lifecycle of B DA applications and objects involving in BDA applications in the cloud.   Fram e wor k C F4 B DA to a nal yze  the  wor k o n B DA a ppl i cat i ons .  

Claudio A. Ardagna, Ernesto Damiani, FulvioFrati, DavideRebeccani. [25]  2 0 1 5 Pr e s e nte d s c or e - ba s e d be nc h m a r k f or  N oS Q L da ta ba s e s ,  w hic h s u p p or t s  a d o pte r s .  T he  p r o p o s e d be nc h m a r k i s  i n de pe n de nt  f r o m  t he  s pe c i f i c  c o nf i g ur a t i o ns  of  t he  d a ta ba s e  a n d de pl o y m e nt  e n vi r o n m e nt . 

 

U s ed  s co r e - b as ed  b e n ch m ar k  f o r  N o S Q L .  

H o n g bi n g  W a n g ,  C h a o  Y u ,  L e i  W a n  a n d  Q i  Y u .  [2 4 ] 2 0 1 5 Proposed heterogene ous and trus t-base d service selection by developing a nove l mult i -objective optim ization appr oach to make tra de -off decision betweenSer vice’s trust value and user’s QoS prefere nce to ra nk candidate .  

 

H ete ro g en e ou s  a nd  t r u s t - ba se d  s e l e c t i o n  b y  o p t i m iz a t i o n  a pp ro ac h .  
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Si m o n  F on g ,  R a y m o nd  W on g ,  a nd  At ha na s ios  V.  Va s i l a k os .  [2 3 ] 

 

2 0 1 5 Presented algorithms to collect big data which is present in large degree and test it for performance evaluation by using accelerated particle swarm optimization (APSO) type of swarm search that enhanced analytical accuracy within reasonable processing time.  

 

A c c e le r a t e d Pa r t i c l e  Sw a r m  O pt i m iz a t i o n ( A P SO ) a l g or i t hm s  t o c ol l e c t  b i g da ta . 

Yanhao Huang and Xiaoxin Zhou.  [22 ] 2 0 1 5 Proposed the structure, elements, basic calculations and m ulti - dime nsional reasoning method of the new knowle dge model. Research shows more powerf ul and ada pts various knowle dge re qui remen ts of electric power big data .  

 

The knowledge model is established and various calculations is done.  

Marco Viceconti, Peter  Hunter , and Rod Hose. [21 ]  2 0 1 5 Proposed that bid data analytics can successfully combined with VPH technology to give desirable medical solutions.   

 

 Use  VP H t ec h n ol o g y a n d c o m bi n ed  i t  wi t h bi g d at a  a n al yt i c s . 

A lu n  E va ns  J av iAg e n jo Jo se p  B la t .  [28 ]  2 0 1 5 Presen ted  a  w eb -based  appl ica tion  having  ana ly ti c  vi sua li za tion  of  on - se t  m edia  data  and  m e tadata ,  w hich  com bines r esearch  f rom  several  f i elds  o f im age p rocess ing  and 3D  g raphic s .  

 

U se  W E B G L  3 D  o n  th e  w e b  a nd  m e t a  da ta  v i s ua l i z a t io n  t e c hn i q ue s .  

SyedAkhte rHossain .  [29 ]  

 

2 0 1 5 D e s c r i b e d  t h e  n a s c e n t  f i e l d  o f  b i g  d a ta  a n a l y t i c s  i n  e d u c a t io n  w i th  d i s c u s s io n  o n  p r o s p e c t s  a n d  c h a l l e n g e s  w a y  f o r w a r d .  A l s o  f o c u s  o n  r e s e a r c h  a n d  d e v e lo p m e n t  i s s u e s  f o r  e d u c a t i o n i s t  a n d  p r a c t i t i o n e r s  o f  b i g  d a ta  a n a ly t i c s .  

 

N a s c ent  fi el d of  big  d at a  a n al yt i c s  i n e du c at i on  a nd  d e v elo p m e nt  i s su es  fo r e d u cat i o ni s t  of  big  d at a  a n al yt i c s  i s  d e fin e d .  

 

Xue -Wen  C hen  AND Xiao ton g L in .  [30 ] 

 

2 0 1 4 Presented overview of deep learning, and also highlight current research efforts and the challenges to big data, as well as the future trends.  

 

U npreceden ted  cha ll enges  to  ha rnes s ing  da ta  and  in form a t ion  i s  p resen ted . 

M a t t u r di B a r di ,  Z h o u X i a n w ei ,  L I  S h u a i ,   L I N F u h o n g .  [ 3 2 ] 2 0 1 4 Reviewed the various benefits and challenges of security and privacy in Big Data and also presented some possible methods and techniques to ensure Big Data sec urity and privacy.  

 

Big da ta  s ecur ity and pr ivacy t echnique  i s def ined .  

Suma nAr ora ,   Dr .Ma dhuGoe l .  [ 7 ]  

 

2 0 1 4 Study and analyzed various techniques of  scheduling which enhance the performance by using Hadoop . 

 

Specu la t ive  e xecu t ion  and  C o py  c om pu te  sp l i t t i ng  t ec hn ique  o f  H ado op . 

C hang  L iu ,  J in jun  C he n , C h i  Y an g , R a j iv  R an jan ,  and  R a m a m oh ana rao K o tag i r i .  [ 16 ] 2 0 1 4 Presented types of fine-graine d data updates and scheme that can fully support authorized auditing and fine -grained update requests. Also propose an enha ncement that can reduce comm unication overhea ds for verifying small updates .  

 

De s cr ib e a  sc h e m e f or  s u p po r t in g v ar i a ble  s i z e d d ata  bl o c ks .  

Shifeng Fang, Li DaXu, Yunqiang Zhu, JiaerhengAhati, Huan Pei, Jianwu Yan, and Zhihui Liu. [17]  2 0 1 4 Introduces a  nove l IIS tha t combines Internet of Things (IoT), Cloud Computing, Geoinformatics, geographica l information system (GIS) and e-Sc ience  for environmenta l monitoring and management, with a  case  study on c limate  change  and its ecologica l e ffec ts of a part icular region.  

 

C om b i ne  I o T ,  G I S a n d e - s c i e nc e  f or  e n vi r o n m e nt a l  m o n i t or i n g a n d m a na ge m e nt . 

D a i s u k e  T a k a i s h i ,  H i r o k i  N i s h i y a m a i ,  N e i K a t o i  a n d  R y u  M i u r a .  [ 1 8 ] 2 0 1 4 Proposed a new mobile s ink routing and data gathering method with the help of network clustering based on modified expectatio n maximization technique.  

 

Use EM algori thm fo r c lus tering . 

Andre a Mar in oni ,  Ar i a nna  Da gl i a t i ,  Ricc ard o Bel l az zi ,  Pa olo Gamb a1 .  [2 7 ] 2 0 1 3 Provided  study of the  connection between a ir pollution and  clinica l r ecords , t han  correl ations  among black parti cula te concen t ration, micro and  macro-vascular  disease can  be  d rawn properly .  

 

m icr o  a n d mac r o- v asc u la r d i sease  ca n  be  d ra w n b y  c rea t in g c o n nec t io n  b e tw ee n va r io us  a p pr oac h .  

X io ngpa i Qin ,  a n d  Xia oyu n  Zho u .  [4 ] 

 

2 0 1 3 Reviewed last several years big data benchmark work and their characteristics are analyzed.   

 

Us e  M R B e nc h fo r  e va lua t ing  the  M a pR e duc e fra me work . 

Ra k e s hV ar ma .  [ 6 ] 2 0 1 3 Objective of the research is to study about MapR educe and various algorithms of scheduling which enhance the scheduling perfo rmance.  

 

F o r  m a na g in g  B ig  D a ta  va r io u s  sc h e d u l in g  a lg o r i th m s  a n d  L A T E - S p ec u la t iv e  e x ec u t io n  i s  u se d .  

Daniel  Warneke.  [15 ] 

 

2 0 1 1 D is c us s the o pp or tu ni t i e s a nd c ha l l e nge s  f or  pa r a l le l  da ta  pr oc e s sin g inc lou ds  a nd pr e s e nt N e p he le.  A nd e va lua te the  Ma p R e duc e  pr oc es s  a nd c om pa r e the  re s ul t  of  f r a m e w or k H a do op da ta  pr oc e s s ing .  

 

Use Nephele, a  new data process ing  framework . 

JasminAzemovic ,Deni s  Music.  [13 ]  2 0 1 0 Presented research on us ing dif ferent  data  types  for  s tor ing unst ructured data  within database and thi s research is  i nspi red wi th current  situation of  informat ion society. 

 

D e fi n e  v ar i o u s  w a y  f or  s t o r i n g  u ns t r u c t u re d  d a t a . 

Me ngj i e  Zho u, Haoj i Hu a nd  Minqi  Zho u.  [ 14 ]  2 0 1 0 Proposed a SLCA (Smallest Lowest Common Ancestor ) based keyword search imple mentation for large -scale XML data sets on a MapReduce cluster.   

 

SLC A based keyword search implementat ion for  l arge-scale  data .  

L e ona rdo Ne u me ye r , B ruc e R obb ins, Ani s h  Na i r, Ana nd Ke s a r i.  [5 ]  

 

2 0 1 0 Outl ine the S4 architecture and descr ib e 

applications of real-life deployments. They includes  large scale applications for data mining and machine learning . 

 

Fo r  d ea l in g  w i t h  u n bo u nd e d  s t r ea m  o f  da t a  S 4  a rc h i t ec tu re  i s  u s e d .  

BI Shuoben, Xu Yin,  JiaoFeng, LüGuonian,  PEI Anping.  [12 ]  2 0 0 9 Introduces the single-dimensionalBoolean association rule on Apriori algorithm, and the data mining algorithm of the multi -dimensional association rule based on BUC algorithm .  

 

Single- dime ns ionalB oolea n a ss ociation r ule on A pr ioria lgori thm a nd B U C algorithm.  

H u i  Fa ng ,  M i ng  Y a ng ,  R uq i ng  Y a ng .  [ 11 ] 

 

2 0 0 7 Proposed a approach to localize the vehicle position with respect to a global map, It is based on the texture of ground from where the vehicle moves.  

 

Us e  d i m e ns i on i ng  t e c h n i que  f o r  loc a l i z i n g  g lo ba l  ma p . 

SeemaMet ikurke ,  Vi jay K.  Va i shnavi .  [10]  

 

2 0 0 6 Describes a grid-enabled approach for automatic web page classification that applies the vector space model information retrieval strategy.   

 

Gri d- e n ab le d  a p pr o a c h f o r  a ut o mat i c  we b  p a g e c l as s i f i c at i o n . 

Joh n .  H.  Ph a n ,  Ch a ng .  F.  Q uo ,  a nd  Ma y D .  W a ng. [9 ]  2 0 0 4 Re p o rt in g the  res u l ts o f t he  fi rs t p ha se  de ve lop me n t o f n o ve l s ys te m , to use  u n s upe r v ise d me th o ds o f c lus te r in g to d isc o ve r r e l a t io ns h ip of  ge nes a n d  k n o w le d ge - ba se d s u pe r vi se d c las si f ica tio n  i s use d  to  ge t  acc ura te  p re d ic tio n in can cer  d ia g n os is .  

 

Use uns uper vised  methods  of  c lus te ring to  d iscover re la t io nsh ip of genes an d k no wled ge -based s uper vise d. 

S us h a nt G o el ,  H e m a S h ar d a ,  D a vi d  T ani d .  [ 8 ]  2 0 0 3 Distribute the scheduling responsibilities to the nodes where  data is  actually located and also propose a new seri alizability criterion,  Parall el Datab ase Quasi-Serializability.  

 

A ne w s eri al iza bil it y cri te rion, Para lle l Data bas e Q uas i - Se ria li za bil it y ( PD Q S) i s use d .  

 

3. CHALLENGES: 

Big data is very huge amount of data so set of challenges occur because difficulties regarding management, storing, scheduling

security and processing occur. First, Data preparation, efficiently distributed storage and search is required for effective online 

analysis which requires effective techniques for data mining.Efficient handling of big data stream is big challenge which uses 

various programming models. Second, Scheduling, scheduling approach should be smart enough to make real-time responses t

o a changing environment. Third, Data Integration, new protocols and interfaces are require which are able to manage structur

ed, semi- structured and unstructured data. Fourth, Visualisation and userinteraction. There are many research challenges prese

nt in big data visualisation so more efficient techniques are required in real time visualization. 

In addition, Security and Privacy is also a big issue in big data. Security is crucial phase in any organization so strong mechani

sms for the privacy of data should be needed. 
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4. CONCLUSION: 

A survey of different big data approaches is presented of recent years. It is found that solutions to Big Data problem are 

largely based on the MapReduce framework and its open source implementation Hadoop,Hadoop handles the data volume 

challenge successfully. Big data management includes different tools, techniques and various algorithms for job scheduling in 

hadoop. This paper helps to a novice who wants to pursue his/her career in the field of big data. 

 

5. FUTURE DIRECTION: 

This work can be extended by developing a new job scheduling algorithm which consider all the parameters which can produc

e better performance. Second, the user profile (similar users) and usage profile (invoked services) should taken and some relat

ed collaborative filtering techniques can be considered to integrate with ourservice selection approach. 
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